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Abstract— There are many approaches for non contact
biometric authentication. Some of them are face, finger
prints, palm and voice. In this iris recognition is most
popular and provides better authentication. Snce many
manufacturers are developing different sensors the usage of
cross sensors for iris recognition is having great
importance. When new sensors are used, the re-enrolling of
users every time is expensive and time consuming. When
different sensors are used it causes a cross-sensor matching
problem. In order to reduce the cross-sensor performance
degradation we propose a new technique using SVM
technology. For learning about the transformations we
introduce new learning algorithm called kerne learning
algorithm. This algorithm can be utilized for sensor
adaptation to improve the performance and accuracy of
cross sensors. This provides fast and accurate iris
recognition system. When the iris images for training and
testing are acquired by different iris image sensors, the
recognition rate will be degraded and not as good as the
one when both sets of images are acquired by the same
image sensors.

Keywords—biometrics, cross sensor matching, Hough
transform, kernel algorithm, sensor adaptation.

. INTRODUCTION
Today fake identity is the main issue faced by wurld.
The non contact biometric recognition system presid
great security for all the purposes such as banking
transactions, re-enrolling etc. There are many cmmtact
biometric recognition methods. Comparing to the
recognition systems using the biometrics face, eoic
fingerprints, and palms, the iris recognition sgstgives
better performance. The iris is unigue for eacls@erand it
stay unchanged for a long period.
We can see that the sensors for acquiring iriepathave
been upgraded and new sensors have been develped.
to the sensor mismatch problem the performancehef t
cross sensor is less than the performance of thee sa

sensors. In order to improve the performance ofsro
sensors we use an algorithm called the kernel ilegrn
algorithm. The algorithm is is supported by SVM f§gart
Vector Machine) technology.

The iris pattern is recognized by the iri€agnition
system. It comprises of specific characteristicehsas
cornea, filament, crypts, freckles, pits, radiafréws and
striations. When we compare with other biometriatfiees
Iris pattern is more unique stable and reliablehvwage
comparing with other biometric features.

Il. RELATED WORKS
Many different methods are used for improving the
accuracy of iris recognition system. Some of thera a
Heterogeneous Eigeniris And Sparse RepresentdtiBR,
(Local Binary Patterns) based classification, Qacu
Symmetric Filters etc. But these are having some
drawbacks like computational complexity, less t#lity,
less accuracy etc. While using the cross sensersehsor
performance is reduce.

lll. PROPOSEDSYSTEM
The same sensors used in iris recognition systemavgg
better performance than the cross sensors. Iprtiosed
system we use a sensor adaptation algorithm teaserthe
performance of the cross sensors. The algorithnt ise
known as kernel learning algorithm. The transfororet of
iris biometrics can be represented using kernettfan.
This is called as kernel learning methods.
The main components of iris recognitions systengsiids
image acquisition system, iris image segmentatitesn,
feature extraction system, and template matchirts
the popular approach for iris recognition which was
developed by Daugman and it is named as Daugmas’s i
recognition approach.
The architecture of the proposed system is shovtierfig.
1. It consists of segmentation system, featureaetitm
system, sensor adaptation algorithm and decisidinma
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Fig.1: Architecture of IRISrecognition system

3.1. Image Acquisition System
There are different types of image acquisition exyst.
They mainly differ in type of sensors, the type éochtion
of illumination, optical configuration and the adsjtion
distance. Hbox system by Global rainmakers.,lE@agle-
eyes system by Retica, LG2200, LG4000 etc are soime
the popular iris acquisition systems. Since therdarge
increase in the iris recognition systems large nemtf
acquisition systems are available.
Databases of Iris:
Mainly there are two publically available databasEsey
are

» CASIA database developed by Chinese Academy

of Sciences Institute of Automation

» Iris bath database developed by University of Bath
Here we are taking the CASIA database. It consiktaore
than 300 images of iris.

3.2. Segmentation System

Segmentation can be defined as the technique towethne
pixels obtained by the eyelashes and eyelids.dtss used
to remove the pixels caused by the light refletidn the
proposed system segmentation is performed using two
algorithms. The contour processing to detect theerin
boundaries of iris and the Hough transform to detke
outer boundaries of iris. In order to find the eslgé upper
and lower eyelids we use ellipse. It is mapped agwid.
3.3. Feature Extraction

The test image has to be compared with the stonedjeé.
For this comparison the features of the iris hasbéo
extracted from the image and it must be quantipebits.
This binary representation is called iris code. eHee are
using 1D log Gabor filter. The phase response efGabor
filter is quantized to form the iris code. If thedypoint is

inside the iris region the mask bit is given vatuee and if
the grid point is outside the iris region the magkvalue is
given as zero.

3.4. Sensor Matching

The VASIR algorithm is commonly used for same sens
matching. We saw that the performance of crossossris
lower than that of same sensors. In order to iserdhae
performance we introduce a sensor adaptation #hgori
called Kernal learning algorithm is used.

3.5.Kernel Learning Algorithm

In machine learning, kernel methodsare a class of
algorithms for pattern analysis, whose best knovemimer

is the support vector machine (SVM)..For many athars

the data in raw representation have to be explicitl
transformed into feature vector representations aviaser-
specified feature map. In contrast, kernel methadpiire
only a a similarity function over pairs of data msi in raw
representation.

Kernel methods owe their name to the use of kernel
functions, which enable them to operate in a high-
dimensional, implicit feature space without evempaiting

the coordinates of the data in that space, buterally
simply computing the inner products between thegiesaof

all pairs of data in the feature space. This oparas often
computationally cheaper than the explicit compaotatof

the coordinates. This approach is called the "Kemnk".
Kernel functions have been introduced for sequence
data, graphs, text, images, as well as vectorsorilgns
capable of operating with kernels include the kerne
perceptron, support vector machines (SVM), Gaussian
processes, principal components analysis (PCAhordaal
correlation analysis, ridge regression, spectral
clustering, linear adaptive filtersand many others
Any linear model can be turned into a non-lineardeldoy
applying the kernel trick to the model: replacitgyfeatures
(predictors) by a kernel function.

V. EXPERIMENTAL SET UP
About total 180 images of the iris are taken foB@
subjects to form the training data. The experinmlesea up
has three main parts. They are Enrollment, Learning
adaptation parameters, and Verification. During the
Enrollment the iris image obtained by the SENSORS$ h
undergone the feature extraction technique andtitheode
is saved in the data. Many users are enrolled hadrits
codes of all the users are stored in the DB (Daitse
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Fig.2: IRISimage
During the Learning adaptation parameters, thedodes
are extracted from the iris images acquired by
SENSOR1 and SENSOR2 npgi feature extractio
technique. This iris codes are used to find theptdin
parameters using the Kernel learning algorit

These adaptation parameters are used during
Verification ProcessThe iris image of the test eye is tal
by the SENSOR 2 and the iris code is obtained.
comparison between the tesfe and the stored images
done using the similarity measurement.

The hamming distance is obtained and the se
adaptation is performed using the adaptation paters
The ckcision is taken according to the hamming dist:
obtained.

V. RESULT ANALYSIS

The fig.3 and fig.4 shows the MATLAButput for the sam
imagesand different images respectively. If the test im
is same comparing to one of the images stored &
databasehen the output will be shown as matching. If
test image is not same comparing to the one ofnizges
stored in the database then the output will be shasvno!
matching. We obtain 99% accuracy.
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‘ Sensor Adaptation ‘

Fig.3. The MATLAB output for same images
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Fig.4.The MATLAB output for different images

VI. RESPONSE OF CROSS SENSORS BEFOF
SENSOR ADAPTATION
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Fig.6. ROC of cross sensors after adaptaion

The sensor adaptation algorithm used for cross
sensors.The ROQ®f cross sensors before adaptation
after adaptation is shown in the below given Figrisl 6
respectively.Interpretation: The figure shows three lin
one Blue, green and red. Blue shows severe ernaert
shows no erng Red shows sligl error. TAR is very low for
before adaptation stage and TAR is very high fder:
adaptation stage.
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Fig. 7. Match score distribution of same sensors and
cross sensor s before and after adaptaion
Form this we can understand that performance of the
cross sensors is increased compared to the sarsers:
The sensor adaptation algorithrr giving better result in
case of cross sensors.
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VII. CONCLUSION

In this paper we introduce a new sensor adaptatietinod
in iris recognition system. The sensor adaptat®rdaone
using the kernel algorithm. The cross sensor perdorce
drop during the re-enrolling or due to the usagenatftiple
sensors can be reduced using this kernel algoriffime.
recognition accuracy of cross sensors are fourizbtbetter
than that of same sensors. Kernel dimensionalitycgon
and max margin classifiers and the finger prinbggttion
system or face recognition system by using thigptdimn
method can be done as future work.
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